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1 Introduction

The accuracy of macroeconomic forecasts has been subject to a vast scrutiny. The majority

of the studies compare the quality of macroeconomic forecasts across different organizations

and/or time spans. This analysis is usually undertaken for real Gross Domestic Product

(GDP) or other macroeconomic variables, but not for the major expenditure components

of GDP—namely, private consumption (C), government consumption (G), investment (I),

exports (X) and imports (M).1 The few exceptions include Ash et al. (1998), who evaluate

the quality of OECD’s forecasts for GDP components using a directional analysis approach,

and Timmermann (2007), who explores IMF’s forecasts for the current account for several

world regions, but does not address forecasts for other GDP components.

This article contributes to the literature by focusing simultaneously on these three dif-

ferent perspectives of forecast quality: across institutions, across time spans and, most

importantly, across GDP components. We use forecast data issued for Portugal by five dif-

ferent national and international institutions—Organization for Economic Cooperation and

Development (OECD), International Monetary Fund (IMF), European Commission (EC),

Central Bank of Portugal (Banco de Portugal—BdP) and Portuguese Government Budget

Office (GBO)—for four different time spans—labeled 18-month, 12-month, 6-month and

0-month. Our analysis, covering the 2002–2010 period, uses a scaled statistic which takes

into account the inherent levels of volatility of each GDP component, and explores the

contributions of expenditure components to the GDP forecast error. The scaled statistic

suggests that prediction models perform comparatively worse when predicting investment

at longer horizons (1-year ahead predictions), and government consumption at shorter

horizons (same-year predictions). Optimistic GDP forecasts at longer horizons result from

overly optimistic forecasts for investment and exports. At shorter horizons, GDP fore-

casts are closer to actual values, but this is achieved with large deviations in components’

predictions, which tend to cancel out. We propose two new statistics—termed Mean of

Total Weighted Absolute Error (MTWAE) and Mean of Total Weighted Squared Error

(MTWSE)—to summarize the reliability of forecasts across components for each insti-

tution and time span, thus evaluating whether accurate GDP predictions are obtained

through more or less accurate components’ predictions. These statistics suggest that GBO’s

forecasts—only available at the 12-month horizon—are the least reliable. At the remaining

time spans, OECD issues the least reliable forecasts, even though its GDP forecasts are,

on average, very accurate at shorter horizons.

The second half of the twentieth century witnessed a major revolution on economic

forecasting with the appearance of formal economy-wide models and sophisticated econo-

metric techniques (Wallis, 1989). Equivalent advances in evaluation methods followed and

a number of important contributions to the topic were made during the 50s and 60s (Theil,

1958, 1966; Zarnowitz, 1967; Mincer and Zarnowitz, 1969). By the end of this period

1In this article, we always refer to real growth rates, even if not explicitly stated.

1



researchers stressed the importance of evaluating the accuracy of the forecasts being is-

sued (Cairncross, 1969; Moore, 1969) and in the subsequent two decades the accuracy of

macroeconomic forecasts originating from both public and private institutions was subject

to a close inspection—see for instance Stekler (1972, 1987), McNees (1976, 1978, 1986,

1988), Zarnowitz (1979, 1984), Holden and Peel (1985, 1990), Clemen and Winkler (1986),

Nordhaus (1987) and Joutz (1988).

The literature has kept growing in recent years. For instance, Fildes and Stekler (2002)

have conducted a survey on the state of macroeconomic forecasting focusing their analysis

on studies made for the United States and the United Kingdom. Öller and Barot (2000)

analyze OECD and national institutions’ forecasts for GDP growth and inflation for 13

European countries (Portugal not included) and conclude that: (i) OECD and national

institutions’ forecasts are not significantly different in predictive quality; (ii) both produce

efficient forecasts, although they tend to overestimate at longer horizons; (iii) there is

an inverse relationship between accuracy and the forecast horizon; (iv) at 1-year horizon,

growth forecasts perform better than a same-change alternative; and (v) in general, GDP

forecasts have not improved consistently over time. Pons (2000) compares OECD and

IMF’s GDP growth forecasts for G7 countries and finds OECD’s forecasts to be superior to

those issued by the IMF. However, the author does not detect a consistent pattern of over or

underestimation. Loungani (2001) compares Consensus to OECD, IMF and World Bank’s

forecasts for GDP growth for 63 countries, including Portugal, and concludes that these

display very similar degrees of accuracy. Similar results are also found by Melander et al.

(2007), for Consensus, EC, IMF and OECD’s forecasts. Vuchelen and Gutierrez (2005)

analyze OECD’s GDP growth forecasts for 21 European countries, including Portugal, and

show that, although evaluation statistics may suggest valueless forecasts, they occasionally

contain some information and perform better than the same-change extrapolation at 1-year

horizon.

The aforementioned literature focuses predominantly on GDP growth forecasts, while

neglecting how these forecasts are assembled. In general, GDP forecasts issued by in-

stitutions result from adding up the contributions from the corresponding expenditure

components, for which analyzing the forecast accuracy across this dimension may enable

one to identify the major flaws in forecast models, and shed some additional light on the

quality of GDP forecasts. Ceteris paribus, GDP forecasts which are obtained with smaller

average errors in the corresponding expenditure components should be more reliable than

those presenting larger average errors.

This article is organized as follows. The next section introduces our statistical methodol-

ogy. Section 3 describes the data. Section 4 displays the results and conducts the respective

analysis. Section 5 concludes.
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2 Methodology

2.1 Notation

Let Ft(s) represent the s-period ahead forecast for the target variable At, that is, Ft(s) is

the forecast for year t produced s months in advance, where t is the forecast period (the

period for which we are producing a forecast) and s is the forecast horizon or time span (the

number of months between the production of the forecast F t(s) and the actual realization

of At). Let et(s) be the corresponding forecast error, i.e., the difference between actual

and forecasted values

et (s) = At − Ft (s) (1)

for t, s ∈ N0. From (1) it is clear that a positive forecast error implies an underestimation,

whereas a negative error implies an overestimation, of At. Henceforth the forecast horizon

s will be suppressed for notational convenience, if not strictly needed.

2.2 Standard Evaluation Statistics

To evaluate the quality of forecasts we start with the simplest and standard measures

of forecast evaluation: Mean Error (ME), Mean Absolute Error (MAE) and Root Mean

Squared Error (RMSE), respectively given by

ME :=
1

T

T∑
t=1

et (2)

MAE :=
1

T

T∑
t=1

|et| (3)

RMSE :=

√√√√ 1

T

T∑
t=1

e2
t (4)

where T is the sample size. The ME is the average forecast error across the sample period,

thus providing a simple measure of central tendency (how biased forecasts are, on average).

A negative value suggests that forecasts tend to be overly optimistic, whereas a positive

value points towards pessimistic forecasts. The MAE provides a measure of the average

total forecast error, regardless of the direction of the error (how off-target forecasts are, on

average). Hence, a lower MAE reflects more accurate forecasts. The RMSE also provides

a measure of total forecast error, but attributes disproportionally higher contributions to

larger deviations from target.

3



2.3 Comparative Evaluation Statistics

Even though these standard statistics are already very informative, alternative measures

are also possible to construct, allowing a direct comparison among any two forecasting

methods. Take as a benchmark the often-called näıve forecast : a ‘model’ predicting the

same change as in the last observed period (a random walk-like behavior)

Nt (s) =

{
At−1 , s ∈ {0, 6}
At−2 , s ∈ {12, 18}

(5)

for all t, where Nt stands for the näıve forecast. At 12- and 18-month horizons the actual

values of t− 1 are not yet known, and so the previous ones (those of t− 2) must be used,

something that is not often emphasized in the literature. Only historical data is needed to

provide these forecasts, for which it constitutes the simplest forecasting method. Given such

easiness in computation and the nature of the underlying assumptions, it serves naturally

as a minimum benchmark that any formal forecasting model should outperform. Letting

ηt denote the error of the näıve forecast

ηt = At −Nt (6)

we can compute the Theil’s (1966) U2 statistic

U2 :=

√∑T
t=1 (At − Ft)2∑T
t=1 (At −Nt)

2
=

√∑T
t=1 e

2
t∑T

t=1 η
2
t

(7)

which provides a parsimonious comparative statistic vis-à-vis the näıve forecasting method.

A value of 1 means that näıve and institutions’ forecasts have similar forecasting ability; a

value smaller than 1 implies that institutions’ forecasts outperform the näıve forecasts; and

a value larger than 1 attests to a better forecasting accuracy of the näıve method. In this

latter case, institutions’ forecasts have no valuable content, on average, when compared to

the näıve method. This statistic can be used to compare any two forecasting methods by

replacing Nt in (7) with the forecasts from any other alternative model; for instance, from

a Vector Autoregressive (VAR) model.

2.4 Scaled Statistics

The previous statistics are only valid when comparing a variable’s forecasts coming from

different institutions or forecasting methods—one of the dimensions of our analysis. If one

aims to compare the accuracy of an institution’s forecasts across a group of variables—

another dimension that we investigate here—these statistics are inadequate, as they do not

take into account the intrinsic level of volatility of each series. A more volatile series is

naturally harder to predict and thus forecast errors tend to be larger; however, this does
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Table 1: Volatility as measured by V .

Volatility
Volatility relative

to GDP

Gross Domestic Product 1.84 1.00
Private Consumption 1.49 0.81
Government Consumption 1.96 1.06
Investment 4.48 2.44
Exports 6.78 3.69
Imports 5.91 3.22

not necessarily mean that the forecast model is performing worse. A comparative statistic

which addresses this issue can be obtained by scaling each series’ errors with the inverse of

the corresponding in-sample average absolute difference between the actuals of consecutive

periods (a measure of volatility). Let J be the sample size. The scaled errors

vt = et

 1

J

J∑
j=1

|Aj −Aj−1|

−1

= etV
−1 (8)

can thus be used in (3), with vt replacing et, to obtain the Mean Absolute Scaled Error

(MASE).2 Table 1, which presents the volatility of each series as measured by V , shows that

investment, exports and imports are much more volatile than the remaining series. For these

variables one should naturally expect larger errors in the corresponding forecasts. Thus,

scaled statistics should be used to evaluate a model’s quality in predicting the different

components of GDP.

2.5 Contributions Analysis

It is also possible to decompose the GDP forecast error into the individual contributions

of the corresponding expenditure components. This exercise enables one to identify which

components contribute the most to the GDP forecast error, and whether the errors in

forecasted expenditure components tend to add up or to cancel out, to determine the

GDP forecast. Let zt denote the effective real growth rate of variable Z at year t, and

zft the corresponding forecasted real growth rate, Z = {GDP,C,G, I,X,M}; and define

wZt = Zt/GDPt—the variable Z’s share on GDP at t. The effective real GDP growth

rate can therefore be decomposed into the corresponding contributions from expenditure

components

gdpt ≡ ctwCt−1 + gtw
G
t−1 + itw

I
t−1 + xtw

X
t−1 −mtw

M
t−1 (9)

2As pointed out by Hyndman and Koehler (2006), who proposed this statistic, this is equivalent to
rescaling the errors with the MAE of the näıve forecasting method. However, in our case, this interpretation
is only valid for the 0- and 6-month forecasts, as for 12- and 18-month forecasts the errors of the näıve method
are given by At −At−2 instead of At −At−1.
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With forecasted values, a similar version of equation (9) does not hold, since neither the

weights used by institutions nor the base year for those weights are known. Instead, we use

effective weights, and consequently an additional discrepancy term, εt, has to be included

gdpft ≡ c
f
t w

C
t−1 + gft w

G
t−1 + ift w

I
t−1 + xft w

X
t−1 −m

f
t w

M
t−1 + εt (10)

Since effective weights are generally close to those used by institutions, εt takes small values.

Let ezt denote the forecast error of variable Z’s growth rate, i.e. ezt = zt − zft . Subtracting

(10) from (9) and taking the average yields

1

T

T∑
t=1

(
egdpt + εt

)
≡ 1

T

T∑
t=1

(
ectw

C
t−1 + egtw

G
t−1 + eitw

I
t−1 + extw

X
t−1 − emt wMt−1

)
(11)

In equation (11), T−1
∑T

t=1 e
z
tw

Z
t−1 represents the average contribution of the forecast error

arising from variable Z, in percentage points (p.p.), to the GDP growth forecast error.

Hence, a negative value means that the component is, on average, overestimated, and

systematically contributes to overly optimistic GDP forecasts, whereas a positive value has

the opposite interpretation. As it is clear from (11), even if GDP forecast errors are small,

this can be achieved with large forecast errors in the respective GDP components, due to

a cancel-out effect.

For this reason, we propose two additional measures of forecast quality. The first

evaluates the sum across components of the absolute distance between forecasted and actual

contributions. We term this new statistic the Mean of Total Weighted Absolute Error

(MTWAE), since it reflects the mean of the sum across components of absolute errors,

weighted by the corresponding shares on GDP. Letting

et = (ect , e
g
t , e

i
t, e

x
t , e

m
t )′ and wt = (wCt , w

G
t , w

I
t , w

X
t , w

M
t )′

denote the vector of forecast errors and the vector with the corresponding component shares

on GDP, MTWAE can be defined as

MTWAE :=
1

T

T∑
t=1

|et|′wt−1 (12)

where |et| is a vector whose entries are the absolute values of the entries in et. This statistic

is computed for every institution and forecast horizon. Those institutions with higher val-

ues in the MTWAE achieve a given GDP forecast with higher absolute forecast errors across

components, even if these errors cancel out. Thus, the lower is the MTWAE, the more reli-

able are institutions’ predictions in general, ceteris paribus. Naturally, the MTWAE statis-

tic can be decomposed in the respective components’ contributions, T−1
∑T

t=1 |ezt |wZt−1.

The second statistic evaluates the sum across components of the squared errors, each

6



weighted by the corresponding GDP share. It is thus similar to the MTWAE, expect that

larger errors contribute disproportionately more to the statistic. Letting

Ωt = diag(wCt , w
G
t , w

I
t , w

X
t , w

M
t )

this statistic, named Mean of Total Weighted Squared Error (MTWSE), is defined as

MTWSE :=
1

T

T∑
t=1

e′tΩt−1et (13)

Naturally, one can take the square root of the MTWSE to convert the measurement unit to

the original scale. However, it may be advantageous to use instead the expression presented

in (13), since this can be easily decomposed into the respective components’ contributions,

T−1
∑T

t=1(ezt )
2wZt−1.

3 Data

Our dataset contains information on forecasts for Gross Domestic Product, Private Con-

sumption, Government Consumption, Investment (namely gross fixed capital formation),

Exports and Imports (all in volume percent change), issued for the 2002–2010 period.

Forecasts from five institutions are analyzed: Organization for Economic Cooperation and

Development (OECD), International Monetary Fund (IMF), European Commission (EC),

Bank of Portugal (Banco de Portugal—BdP) and Portuguese Government Budget Office

(GBO). Actual values and GDP expenditure components shares were taken from the Por-

tuguese National Institute of Statistics. Forecasts were aggregated into four categories,

according to the issue date, as summarized in Table 2. Notice that, although institutions’

forecasts are not issued exactly in the same month, comparing the forecast accuracy across

institutions requires them to be classified according to the semester in which they are is-

sued. For convenience, these forecasts are labeled 18-, 12-, 6- and 0-month ahead forecasts.

Hence, 18-month (6-month) forecasts are those made in the first semester of the previous

(same) year, and 12-month (0-month) forecasts are those made on the second semester of

the previous (same) year. As such, some caution is required when comparing forecasts

across institutions, since one institution may have used updated information that was not

available to other institutions at the time they issued their forecasts. This is particularly

relevant for forecasts issued by BdP: since these are issued later, they use one additional

quarter of information relative to other institutions. Forecasts from GBO are only avail-

able at 12-month and IMF does not publish forecasts for Portugal’s GDP expenditure

components.
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Table 2: Forecast horizon and issue date.

Forecast period Forecast horizon Issue date

t 0 2nd semester t
6 1nd semester t
12 2nd semester t− 1
18 1nd semester t− 1

4 Results

4.1 Gross Domestic Product

We first focus on GDP growth forecasts. Table 3 presents the statistics for every institution

and forecast horizon. Considering the three standard measures of forecast quality, several

facts are readily uncovered.

First, all institutions tend to overestimate GDP growth at 18- and 12-month spans

and underestimate it at 6- (with the exception of EC) and 0-month spans, as given by the

change in the sign of ME. Moreover, biases for 18- and 12-month spans are quite significant,

varying between -0.82 (BdP) and -1.37 (OECD) p.p. in the former case, and between -0.47

(BdP) and -0.98 (GBO) p.p. in the latter. Among international institutions, EC’s forecasts

display the lowest biases for 6-month spans and over. As expected, bias for all institutions

is significantly reduced as the time span falls from 12- to 6-month, suggesting that the

accuracy of forecasts for year t significantly improves as the information for t− 1 becomes

available. Hence, forecasts with time spans of over one year should be interpreted with

extreme caution, as they are generally associated with large errors.

Second, MAE points towards average absolute errors that are monotonically decreasing

in the forecast horizon for all institutions. This fact is fully expected, since more information

is available as the forecast horizon shortens. This statistic indicates that, at the 18-month

span, OECD’s forecasts display the highest average absolute errors (1.98 p.p.), whereas

BdP’s forecasts have the smallest average absolute errors (1.62 p.p.). At 12- and 6-month

spans BdP’s forecasts are still those with the smallest average absolute errors (1.06 and

0.50 p.p., respectively). At the 0-month span the forecast accuracy of different institutions

is quite similar, varying between 0.25 (OECD) and 0.34 (IMF) p.p.. Forecasts issued by

GBO—only available at 12-month—have the lowest accuracy. Figure 1 provides a graphical

perspective of MAE for all institutions and all time spans. The RMSE presents similar

qualitative results, also pointing out towards significant forecast errors at longer horizons.

We now turn to some comparative statistics. Two Theil’s U2 statistics were computed:

one which compares institutions’ forecasts with the näıve method (U2n), and another which

takes as benchmark the forecasts of a VAR(1) model (U2var). From the analysis of U2n,

we observe that institutions’ forecasts perform better than the näıve method at all time

spans, even though differences are small in some cases at the 18-month horizon (i.e., the

8



Table 3: Evaluation Statistics: GDP

GDP Growth

18 12 6 0

ME OECD -1.37 -0.82 0.07 0.06
IMF -1.26 -0.81 0.17 0.17
BdP -0.82 -0.47 0.14 0.22
EC -1.09 -0.65 -0.04 0.14
GBO -0.98

MAE OECD 1.98 1.24 0.92 0.25
IMF 1.87 1.27 0.85 0.34
BdP 1.62 1.06 0.50 0.29
EC 1.86 1.34 0.91 0.28
GBO 1.45

RMSE OECD 2.31 1.48 1.09 0.31
IMF 2.15 1.52 0.95 0.38
BdP 1.93 1.19 0.61 0.32
EC 2.18 1.52 1.00 0.34
GBO 1.74

U2n OECD 0.95 0.61 0.52 0.15
IMF 0.89 0.63 0.46 0.18
BdP 0.80 0.49 0.29 0.15
EC 0.90 0.63 0.48 0.16
GBO 0.72

U2var OECD 1.20 0.77 0.60 0.17
IMF 1.12 0.79 0.52 0.21
BdP 1.01 0.62 0.34 0.18
EC 1.14 0.79 0.55 0.19
GBO 0.91

MASE OECD 1.08 0.68 0.50 0.13
IMF 1.02 0.69 0.46 0.18
BdP 0.88 0.58 0.27 0.16
EC 1.01 0.73 0.49 0.15
GBO 0.79

U2n statistic is close to 1), mainly for OECD.3 As expected, shortening the horizon reveals

the superiority of institutions’ forecasts relative to the näıve method.

Although conceptually more sophisticated than the näıve method, obtaining a fore-

cast from a VAR model is still a simple task in terms of information and computations

required—especially when compared with economy-wide models—so that it can serve as

an appropriate benchmark against which we can evaluate institutions’ forecasts. Besides

GDP, our VAR model considered 5 additional variables, easily obtained from available

macroeconomic databases: GDP deflator, exchange rate, oil price, interest rate and an

index of the Portuguese stock market. Prior to running the VAR, all variables (except the

3If one had instead compared 18-month forecasts for year t with a näıve forecast using data from t− 1
(and not t− 2), one would erroneously conclude that näıve forecasts can outperform institutions’ forecasts
for this time span, at least in some cases.
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Figure 1: Mean Absolute Error of GDP growth forecasts.

interest rate) were converted to percentage changes, which assured stationarity. To obtain

2-year ahead forecasts (12- and 18-months), we used forecasts from the VAR model for

t−1. This recursive method allowed us to obtain forecasts for t using only the information

available at t− 2. As shown by the U2var statistic, institutions’ forecasts at 18-months are

outperformed by this simple VAR model. For BdP, the statistic is marginally identical to

1, suggesting a similar accuracy between both methods, even though the predictions from

BdP use more updated data (namely, the first quarter of t− 1). This confirms that mod-

els add little forecast accuracy relative to more simple and traditional methods at larger

horizons, at least for GDP. However, institutions’ prediction models clearly outperform the

VAR model at shorter horizons.

This brief analysis shows that GBO’s forecasts are the most biased (upwards) and the

most inaccurate at 12-month, and that, except at the 0-month span, BdP’s forecasts have

the highest accuracy. This latter result may be related with the timing of issuance of

forecasts: BdP issues its forecasts a couple of months after other institutions have done

so, which allows them to have definite data from an additional quarter. The accuracy of

forecasts issued by international institutions does not seem to differ substantially from one

another, with EC taking a small lead in terms of unbiasedness. These results also suggest

that prediction models used by institutions perform well at shorter horizons, but their

accuracy at larger horizons—especially at the 18-month horizon—is clearly limited.

10



4.2 GDP Components

The statistics for GDP components are presented in Table 4. The standard statistics (MAE

and RMSE) suggest that forecasts for investment, exports and imports have the lowest ac-

curacy. However, this does not imply that forecast models perform worse in predicting

these components—since these are more volatile, they are also naturally harder to pre-

dict. We take this issue into account by using MASE to compare the accuracy of forecasts

across GDP components. The radar plots in Figure 2 illustrate the differences between

MAE and MASE for different time spans. As the volatility measure is above 1 for all vari-

ables, the values displayed by MAE are systematically larger than those from MASE. More

importantly, the conclusions yielded by each of these statistics are substantially different.

From the analysis of MASE we conclude that, after correcting for volatility, forecast

models perform comparatively worse when predicting investment at longer horizons (18-

and 12-months) and government consumption at shorter horizons (6- and 0-months). This

is not surprising, since investment decisions in the long-run are crucially affected by expec-

tations, while in the short-run those decisions were already made and investment projects

that have gone underway will hardly be canceled. Government consumption, on the other

hand, is a political variable, often used by policy makers to manipulate the economic cy-

cle and to boost GDP growth, particularly in electoral periods. Hence, it is natural that,

even in the short-run, government consumption cannot be accurately predicted by forecast

models, when compared with other components, and adjusting for volatility. Institutions’

forecast models seem to perform relatively well when predicting private consumption at

longer horizons, but the volatility adjusted forecast accuracy does not increase as much as

those of other components as the horizon shortens. In fact, at the 0-month span, when

volatility is taken into consideration, exports and imports are the best predicted GDP

components.

Although there is not one single institution providing the most accurate forecasts for

all variables at all time spans, BdP ranks first in most cases, according to MASE. A clear

exception is government consumption, where forecasts issued by EC seem to outperform

those issued by BdP at 18-, 12- and 6-month spans. As we pointed out earlier, the good

performance of BdP’s forecasts may be associated with the issue date of those forecasts.

Except for exports, GBO provides the least accurate forecasts at 12-months, even for

government consumption, although it has more information on the budget than other

institutions. Among international institutions, EC delivers more accurate forecasts than

OECD, on average, at most time spans, for all variables except private consumption at

longer horizons.

Another conclusion that emerges from Table 4 is that the VAR model only outperforms

institutions’ forecasts at the 18-month span for investment and exports, and even in these

cases only for some institutions.4 Clearly, forecast models used by institutions are able to

4The VAR model was computed as explained for GDP, except that this variable was replaced by the
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provide better forecasts for private consumption and government consumption relative to

the näıve and VAR methods. This outcome probably results from two facts. Firstly, the

variables selected in the VAR model were appropriate to capture movements in GDP, but

do not accurately reflect movements in other variables; and secondly, institutions’ models

use microeconomic foundations to explain the behavior of private agents, something that

is completely neglected in the VAR.

We find also that government consumption is systematically underestimated (contrary

to other components), as shown by ME, and even at 0-month spans the average forecast

errors are among the highest, with GBO providing the most biased forecasts for this vari-

able. Economic theory provides a justification for this result: unexpected increases in

government consumption present larger effects on aggregate demand vis--vis expected in-

creases, since households cannot adjust their decisions timely. Thus, policy–makers seem to

use government consumption deliberately to manipulate the economic cycle and to boost

GDP—a conclusion that is also suggested by MASE. Moreover, GBO’s forecasts are the

most upwardly biased for private consumption, investment and the external sector. This

hints that political objectives may be embodied in these predictions, namely the govern-

ment’s role in managing expectations: an optimistic forecast will be embodied by economic

agents, possibly leading to a higher expenditure level, that would not have occurred under

less optimistic forecasts. This may possibly avoid, smooth or delay a recession.

In general, forecasts for investment, exports and imports, are tendencially optimistic

at longer horizons (18- and 12-month spans), whereas forecasts for private consumption

and government consumption are tendencially pessimistic. Thus, negative GDP forecast

errors may be driven by overly optimistic investment and exports forecasts. At shorter

horizons (6- and 0-month spans), institutions’ forecasts underestimate the effective values

on average, except for investment in some cases.

4.3 Decomposing GDP Forecast Errors into Components’ Contributions

The contributions of expenditure components to the average GDP forecast error are detailed

in Table 5. Notice that average discrepancies, ε, originating from the difference between

actual component shares on GDP and the shares used by institutions in forecast models,

are small.5 At longer horizons (18- and 12-month spans), the overly optimistic forecasts

for investment explain most of the large deviations of forecasted GDP growth from actual

values. In fact, for all institutions, investment forecast errors contribute in more than 100%

to the forecast error of GDP growth, even though investment represents a smaller share

of GDP as compared to other components. This result suggests that institutions should

direct their efforts into improving the accuracy of investment forecasts. The external sector

respective component.
5In practice, ε may also accommodate any statistical discrepancy shown by the data, and the marginal

contribution of the change in inventories, which are often unreported by institutions and thus ignored in
the analysis below.
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is also overestimated, and the contributions of the forecast errors of exports and imports

are significant in magnitude, especially at the 18-month span. However, since imports

contribute negatively to GDP, the corresponding forecast errors partially offset those from

other components. The contributions of private consumption and government consumption

to the GDP forecast error are smaller, even at longer time spans, as these components are

easier to predict (i.e., their volatility is comparatively smaller). In fact, those components

which are harder to predict also display the largest contributions to the GDP forecast error.

At 6- and 0-month spans, GDP forecast errors are small on average, although this

is achieved through large errors in components’ predictions. These errors tend to cancel

out: except for investment, all components are generally underestimated, but the forecast

error originating from imports, which enters with a negative sign in the GDP identity,

mostly offsets those arising from other components. In fact, imports present the largest

contribution to GDP forecast error at shorter horizons. This is generally confirmed by

MTWAE in Table 6: the average forecast errors across all components are comprised

between 2.73 and 3.85 p.p. for the 6-month span, and between 1.54 and 2.05 p.p. for the

0-month span, with imports consistently presenting the largest contribution to the statistic.

An examination of MTWAE and of MTWSE in Tables 6 and 7 across institutions shows

that the lower GDP forecast errors displayed by BdP at longer horizons are associated with

better predictions for investment: in fact, this component seems to display the highest gain

from the additional information available to BdP when issuing their forecasts. At shorter

horizons, BdP also issues the most reliable forecasts, with the lowest average forecast

errors across all components. Forecasts issued by EC are associated with more accurate

contributions viz-à-viz OECD’s, particularly for investment and the external sector. This is

reflected into a lower MTWAE for all forecast horizons. The MTWSE is also lower for the

EC except at the 12-month span, where OECD performs slightly better. This results from

OECD issuing better forecasts for the external sector. The reliability of GBO’s forecasts

for exports and imports are also among the lowest, but the effects tend to cancel out, on

average.

5 Concluding remarks

This article analyzes the quality of forecasts for real GDP growth and the corresponding

expenditure components. We use forecast data issued for Portugal by five national and

international institutions, covering the 2002–2010 period. Our conclusions indicate that

forecasts for real GDP growth are on average optimistic at longer forecast horizons. This is

mostly explained by optimistic forecasts for investment and exports. At shorter horizons,

forecasts for GDP growth are in general accurate; however, this is achieved with large errors

in GDP expenditure components’ predictions, whose effects tend to cancel out. To measure

this, we propose two new statistics: the first, termed Mean of Total Weighted Absolute

Error, evaluates the average absolute forecast errors across all GDP expenditure compo-
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Table 5: Contributions of expenditure components (in percentage points) to the average
GDP forecast error.

OECD BdP EC GBO

18 12 6 0 18 12 6 0 18 12 6 0 12

C -0.25 0.17 0.28 0.27 0.14 0.19 0.38 0.28 0.03 0.24 0.40 0.26 0.10
G 0.20 0.28 0.24 0.20 0.26 0.25 0.28 0.06 0.19 0.22 0.20 0.14 0.38
I -1.67 -1.16 -0.29 -0.02 -0.86 -0.54 -0.05 0.13 -1.18 -0.81 -0.28 0.15 -1.31
X -0.85 -0.41 0.52 0.12 -0.72 -0.32 0.21 0.01 -0.66 -0.35 0.13 0.02 -0.65
M -1.21 -0.36 0.70 0.56 -0.54 -0.06 0.66 0.26 -0.63 -0.17 0.41 0.46 -0.54

ε 0.01 0.04 -0.02 -0.05 0.16 0.10 0.02 0.01 0.11 0.12 0.07 -0.03 0.04
GDP -1.37 -0.82 0.07 0.06 -0.82 -0.47 0.14 0.22 -1.09 -0.65 -0.04 0.14 -0.98

Notes: (i) GDP in the table represents the mean of egdpt , which is equal to the Mean Error statistic in Table 3, by
definition, since it uses the GDP predictions reported by institutions to compute the forecast error; (ii) The sum of
the contributions in the table differs from GDP by an error ε whose source is explained in Section 2.5.

Table 6: The MTWAE statistic and its decomposition (in percentage points).

OECD BdP EC GBO

18 12 6 0 18 12 6 0 18 12 6 0 12

MTWAE 6.90 4.93 3.85 2.05 5.87 4.70 2.73 1.54 6.10 4.86 3.12 2.03 5.32

Components’ contributions to the MTWAE

C 0.84 0.53 0.48 0.38 0.75 0.57 0.43 0.35 0.85 0.60 0.48 0.37 0.65
G 0.41 0.30 0.31 0.26 0.30 0.31 0.34 0.18 0.25 0.25 0.30 0.26 0.38
I 1.67 1.26 0.72 0.27 1.19 1.01 0.34 0.35 1.38 1.03 0.65 0.31 1.38
X 2.00 1.39 1.01 0.55 1.85 1.36 0.79 0.35 1.77 1.51 0.83 0.48 1.39
M 1.99 1.45 1.33 0.60 1.77 1.45 0.83 0.33 1.86 1.48 0.87 0.61 1.52

Table 7: The MTWSE statistic and its decomposition.

OECD BdP EC GBO

18 12 6 0 18 12 6 0 18 12 6 0 12

MTWSE 18.47 9.07 6.53 1.50 13.57 8.05 2.89 0.78 15.07 9.51 3.52 1.42 11.42

Components’ contributions to the MTWSE

C 1.01 0.43 0.30 0.19 0.88 0.48 0.29 0.18 1.11 0.54 0.38 0.19 0.62
G 0.21 0.16 0.14 0.09 0.19 0.15 0.15 0.06 0.12 0.12 0.14 0.09 0.19
I 4.40 2.44 0.97 0.10 2.35 1.60 0.16 0.15 3.15 1.70 0.67 0.11 3.12
X 5.94 2.98 2.03 0.41 5.19 2.60 0.98 0.17 4.98 3.81 1.22 0.38 3.43
M 6.90 3.07 3.09 0.71 4.95 3.23 1.31 0.22 5.71 3.34 1.11 0.65 4.05

nents in percentage points, whereas the second, named Mean of Total Weighted Squared

Error, provides a measure of the average squared forecast errors across all GDP expenditure

components. The Mean of Total Weighted Squared Error shows that, even though average

absolute errors of GDP forecasts are below 1 percentage point for all institutions and for

same-year predictions, the total forecast error across all components is comprised between

1.5 and 4 percentage points. Forecasts issued by Banco de Portugal are generally better
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than those from other institutions, particularly at larger horizons, an outcome which is

possibly related with the larger set of information available at that time—in general, their

forecasts are issued a couple of months after those from other institutions. Forecasts issued

by the Portuguese Government Budget Office—only available at the 12-month span—are

generally the least accurate. The forecast accuracy of international institutions is very

similar; however those issued by the European Commission have the upper edge when

predicting GDP components.

Standard statistical measures indicate that investment, exports and imports are the

hardest components to predict; however, these components are also the most volatile, for

which these measures are inappropriate to compare the forecast accuracy across different

components. We address this issue by using a scaling factor, which corrects the mean

absolute error for the inverse of the volatility of each series. This statistic suggests that

forecast models perform comparatively worse when predicting investment at longer hori-

zons (1-year head predictions) and government consumption at shorter horizons (same-year

predictions), and perform comparatively better when predicting private consumption and

imports at longer horizons and exports and imports at shorter horizons.

To our knowledge, this article is the first to provide an integrated evaluation of macroe-

conomic forecasts along three dimensions—across institutions, across time spans, and across

GDP components. An application for Portugal is considered here; however, natural exten-

sions arise, such as extending this analysis to G7 countries. Since these countries have

naturally longer data spans, a more robust analysis involving econometric techniques and

hypothesis testing can be developed.
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